
Abstract. Accurate electrostatic maps of proteins are of
great importance in research of protein interaction with
ligands, solvent media, drugs, and other biomolecules.
The large size of real-life proteins imposes severe limi-
tations on computational methods one can use for
obtaining the electrostatic map. Well-known accurate
second-order Møller–Plesset and density functional
theory methods are not routinely applicable to systems
larger than several hundred atoms. Conventional semi-
empirical tools, as less resource demanding ones, could
be an attractive solution but they do not yield sufficiently
accurate calculation results with reference to protein
systems, as our analysis demonstrates. The present work
performs a thorough analysis of the accuracy issues of
the modified neglect of differential overlap type semi-
empirical Hamiltonians AM1 and PM3 on example of
the calculation of the molecular electrostatic potential
and the dipole moment of natural amino acids. Real
capabilities and limitations of these methods with
application to protein modeling are discussed.
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Introduction

Protein systems are characterized by the great diversity
of various weak energy contributing terms. These are

long-range Coulomb interactions, hydrogen bonds, van
der Waals interactions, polarization induced by ionized
fragments, and the effects of the solvent environment.
Each of them locally contributes very little to the total
energy of the system, but because of the large size of
proteins a subtle balance of numerous weak interactions
makes proteins very complex systems for molecular
modeling.

The nonadditive nature of the interaction forces
introduces unpredictable errors when these interactions
are modeled in a simplistic fashion. This usually results
in a limited parameter transferability and loss of accu-
racy. In order to be able to challenge protein modeling
the modeling functional must be physically correct.

Up to this moment quantum mechanical theory re-
mains the only proven tool for dealing with nonadditive
phenomena. Undoubtedly, high-level ab initio quantum-
chemical calculations, like second-order Møller–Plesset
(MP2) and coupled clusters, provide a reliable technique
for the prediction of the electronic structure and
geometry of proteins; however, these methods place
enormous requirements on computer resources and
cannot be applied in a routine fashion to systems larger
than 100 atoms.

While we see significant progress in the development
of nonempirical methods [1] and fast progress in the
improvement of computer hardware, resource require-
ment still remains a bottleneck in the path of routine
industrial application.

Alternatively, semiempirical methods also employing
quantum mechanical methodology could be a practical
replacement for expensive nonempirical tools in solving
the electronic structures of proteins. Unfortunately,
modern semiempirical methods provide less accurate
results for the prediction of protein structure in com-
parison with existing classical mechanics force-field
methods. The situation might be improved by develop-
ment of more physically correct semiempirical methods,
which we believe this work may inspire.

There is growing interest in the semiempirical com-
munity to improve the situation with the insufficient
accuracy. The publication of results of PM5 parame-
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terization [2] shows progress toward better accuracy. The
PM5 parameterization results in a fourfold improvement
in the prediction of the absolute heat of formation; while
other molecular properties, for example, the dipole
moment, require further development.

Arguably, the progress achieved in the description of
the properties of small molecules does not necessarily
guarantee that the method will be as successful when
applied to large protein systems. Plenty of protein-specific
interactions are not reflected in the common semiempir-
ical training sets, for example, long-range Coulomb in-
teractions. Thus there is a great need in thorough
verification of real capabilities of the semiempirical
methods before their application to protein modeling.

Computational part

Accuracy comparison critically depends on the use of
reliable reference data. Traditionally experiment was the
sole source of the trustworthy prediction of molecular
properties. The situation has changed recently with
significant progress taking place in computer hardware
and ab initio methods. Additionally high-level theoret-
ical calculation can provide much more detailed infor-
mation about the molecular electronic structure which
far exceeds the capabilities of the best experimental
techniques.

We took MP2 for our computational tests as a
reference method among the other lower resource
demanding post-Hartree–Fock methods as a reasonably
reliable one.

In order to test capabilities of AM1 and PM3 in
electrostatic property prediction we prepared a very large
set of points around each amino acid where the molecular
electrostatic potential (MESP) was evaluated by semi-
empirical and nonempirical methods. After generation of
the cube grid it was modified in such way to ensure that
the distance between the given grid point and the closest
atom center was between 3 and 15 Å. Three distinct grid
steps were set to 0.5, 1.0, and 2.0 Å for distance zones
3–4.5, 5–8, and 9–15 Å, respectively. The total number of
grid points generated was in the range 12,000–15,000
points per molecule depending on geometric size of the
amino acid. The large size and high density of the mesh
guarantee accurate validation of the MESP predicting
capabilities of the computational methods tested.

An error in the semiempirical MESP in comparison
to the reference potential contributes to the error func-
tion, R:

R ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
XN
i

URef
i
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where N is number of MESP points around of the given
amino acid and Ui

Ref and Ui represent the MESP value
at a point i calculated by reference and test methods,
respectively.

In this work we investigate AM1 and PM3 semiem-
pirical Hamiltonians and HF/6-31G* level of theory in
their ability to describe quantitatively the electrostatic

potential and the electric dipole moment for short
peptide systems.

The semiempirical calculations were performed using
AM1 [3] and PM3 [4] Hamiltonians as implemented in
MOPAC6 program [5]. Nonempirical calculations were
performed using the GAMESS program [6]. The mole-
cules investigated in the current research are shown in
Table 1. These are 20 natural amino acids terminated by
acetyl and N-methyl groups in the b-sheet and a-helix
conformation of the peptide molecules representing the
main building blocks of proteins. The structure of these
molecules was optimized at the HF/6-31G* level of
theory [7, 8]. Single-point calculations were performed at
the MP2 level of theory [9] with the 6-31+Gx basis set
augmented by diffuse orbitals and d-orbital polarization
functions placed on heavy atoms. The d-orbital expo-
nent was set to 0.2, which is denoted by the small ‘‘x’’ by
analogy with the popular ‘‘*’’ symbol. As demonstrated
elsewhere [10], the reduced d-orbital exponent is more
suitable for description of long-range interactions in
contrast to the conventional Pople exponent. Whenever
an MP2 calculation with the 6-31+Gx basis set was
problematic we decreased the basis to a 6-31Gx one. For
single-point calcuations of several relatively large mole-
cules we used the B3LYP method [11, 12, 13] with the
6-31Gx basis set. All the calculations were performed on
an IBM-compatible desktop computer.

Discussion

The long-range Coulomb potential plays an important
role in protein structure and function; therefore, accu-
rate description of the MESP is a critical component of
the protein modeling method. Before involving ourselves
in time-consuming calculations of proteins a lot can
be learned from MESP research of single amino acids.
If the computational method is unable to reproduce a
MESP of these molecules with sufficient accuracy, then
the calculation of large proteins will definitely result in
unsatisfactory predictions. The larger the protein the
bigger error is expected to be, because of the long-range
nature of the Coulomb potential. Therefore, the aim of
this work is a thorough investigation of electrostatic
property prediction of AM1 and PM3 for single amino
acids first.

The total root-mean-square (rms) errors of the MESP
presented in Table 2 demonstrate that both AM1 and
PM3 exhibit comparable accuracy, although PM3 shows
slightly better results on average. Computationally
expensive ab initio HF in the popular 6-31G* basis
set gives only a moderate improvement of 1.4 times.

The computational results demonstrate that for
all amino acids except positively charged arginine and
histidine PM3 is more accurate than AM1. The accuracy
of PM3 in this case is closer to HF in contrast to the
common opinion about the better accuracy of AM1.

The test results taken from Table 2 are depicted in
Fig. 1. The molecules with numbers 30–38 represent
ionized amino acids. The improvement in accuracy of
PM3 versus AM1 is better seen on neutral amino acids
than for ionized ones. These errors of PM3 for ionized
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Table 1. Gas-phase HF/
6-31G* optimized structures
of natural amino acids; 1 and
2 denote b-sheet and a-helix
conformations, respectively
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amino acids could perhaps be explained by the majority
of neutral molecules in the PM3 training set although
ionized amino acids are a hard test for both semiem-
pirical Hamiltonians. As expected, HF has no such
problems with differentiation of neutral and ionized
amino acids.

The observed better accuracy performance of the
PM3 parameterization over the AM1 one for the neutral
amino acids and the very small presence of the ionized
ones in the real protein structure could lead to an ar-
guable conclusion that PM3 will also be more accurate
for real proteins. On the other hand, amino acid ion-
ization and loss of the PM3 accuracy is expected for the
protein outer shell contacting with solvent molecules and

representing the most chemically active part of the
protein. Currently there is not enough computational
information to verify whether the errors of AM1 or PM3
will prevail and computational tests on real-size proteins
are necessary.

The AM1 and PM3 MESP errors are relatively close
to the HF/6-31G* ones but the significance of the close
proximity should not be overestimated. As we could see,
the average MESP error of the HF method measured for
any of the 15 000 points is 0.00090 au, or 0.56 kcal/mol.
The best semiempirical result shows an error of
0.00123 au, or 0.77 kcal/mol, for any point of the 3D
space. These are quite big errors and accumulated they
may result in a very big total error and incorrect
prediction of the enzymatic reaction profile. In other
words, the MESP accuracy shown by HF/6-31G* is not
sufficient for protein modeling. This observation also
questions the use of HF/6-31G* in the development of
Coulomb interaction models for classical force-field
methods [14, 15].

Further details regarding the electrostatic property
prediction by the AM1, PM3, and HF methods can be
learned from the analysis of their capabilities of calcu-
lation of the dipole moment of the amino acids. The
results of these calculations are collected in Table 3.

Table 2. Comparison of root mean square (rms) of the molecular
electrostatic potential in atomic units calculated by AM1, PM3,
and HF/6-31G* with MP2/6-31+Gx level of theory

Number Molecule AM1 PM3 HF

Neutral amino acids
1 Ala-1 0.00149 0.00117 0.00076
2 Ala-2 0.00123 0.00083 0.00081
3 Asn-1 0.00086 0.00101 0.00100
4 Asn-2 0.00096 0.00098 0.00099
5 Cysa 0.00115 0.00100 0.00116
6 Gln-1 0.00167 0.00134 0.00069
7 Gln-2 0.00104 0.00095 0.00074
8 Gly-1 0.00166 0.00124 0.00071
9 Gly-2 0.00133 0.00092 0.00084
10 Hid-1 0.00130 0.00119 0.00085
11 Hid-2 0.00158 0.00134 0.00101
12 Ile-1 0.00135 0.00109 0.00069
13 Ile-2 0.00103 0.00076 0.00086
14 Leu-1 0.00150 0.00117 0.00077
15 Leu-2 0.00114 0.00079 0.00097
16 Met-1b 0.00128 0.00095 0.00072
17 Met-2b 0.00093 0.00063 0.00115
18 Phe-1a 0.00111 0.00087 0.00077
19 Phe-2b 0.00086 0.00068 0.00131
20 Proa 0.00072 0.00058 0.00097
21 Ser-1 0.00137 0.00090 0.00074
22 Ser-2 0.00132 0.00109 0.00110
23 Thr-1 0.00150 0.00109 0.00065
24 Thr-2 0.00120 0.00085 0.00082
25 Trpa 0.00110 0.00099 0.00105
26 Tyr-1b 0.00131 0.00103 0.00077
27 Tyr-2b 0.00098 0.00084 0.00132
28 Val-1 0.00131 0.00105 0.00069
29 Val-2 0.00104 0.00076 0.00087

Partial rms error 0.00124 0.00099 0.00091

Ionized amino acids
30 Asp-1 0.00148 0.00126 0.00100
31 Asp-2 0.00143 0.00121 0.00093
32 Glu-1c 0.00166 0.00167 0.00069
33 Glu-2c 0.00160 0.00148 0.00081
34 Arg-1b 0.00163 0.00228 0.00082
35 Arg-2b 0.00178 0.00222 0.00080
36 His-1 0.00184 0.00231 0.00116
37 His-2 0.00148 0.00189 0.00086
38 Lysb 0.00173 0.00161 0.00077

Partial rms error 0.00163 0.00182 0.00088
Total rms error 0.00134 0.00123 0.00090

aB3LYP/6-31Gx method was used as a reference
bMP2/6-31Gx method was employed as a reference
cMP2/6-31Gx method with diffuse orbitals placed on oxygen atoms
was employed as a reference

Fig. 1. AM1, PM3, and HF/6-31G* molecular electrostatic po-
tential (MESP) errors for neutral (1–29) and ionized (30–38) amino
acids with reference to MP2/6-31+Gx MESP data as presented in
Table 2
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The reference data are obtained as before from MP2/
6-31+Gx calculations.

The total rms error in the prediction of the dipole
moment by AM1, PM3, and HF are 1.02, 0.83, and
0.71 D, respectively. Again the PM3 results are closer
to the HF predictions than the AM1 ones. In spite of the
average improvement achieved by PM3 in the dipole
moment prediction it loses to AM1 for most of the
ionized amino acids.

The close proximity of the AM1 and especially the
PM3 dipole moments to the HF ones cannot be inter-
preted as a success of the modified neglect of differential
overlap type Hamiltonians. More detailed analysis of
semiempirical dipole moments reveals some hidden
problems. The nature of these problems can be learned
from comparison of the components of the dipole mo-
ment calculated by AM1 and PM3 and the reference
method, MP2. The data for two selected amino acids,

Table 3. Comparison of dipole moment calculated by AM1, PM3, and HF/6-31G* with MP2/6-31+Gx level of theory

Molecule AM1 PM3 HF MP2 AM1 Real Anglef PM3 Real Anglef HF Real Anglef

Std.
Errord

errore Std.
Errord

errore Std.
errord

errore

Neutral amino acids
Ala-1 2.02 2.44 2.58 3.17 1.15 1.15 2 0.73 0.74 2 0.59 0.59 1
Ala-2 4.15 4.24 4.90 4.51 0.36 0.75 9 0.27 0.50 6 )0.39 0.63 6
Asn-1 1.29 0.97 1.49 0.68 )0.60 0.61 5 )0.28 0.31 10 )0.81 0.82 8
Asn-2 3.88 3.86 4.54 4.08 0.19 0.61 8 0.21 0.42 5 )0.47 0.81 9
Cys a 3.67 3.58 4.01 3.14 )0.53 0.96 14 )0.45 0.68 9 )0.87 1.21 13
Gln-1 4.30 4.73 5.26 5.51 1.21 1.44 9 0.78 0.91 5 0.25 0.48 4
Gln-2 2.28 2.32 2.75 2.55 0.27 0.62 13 0.23 0.37 7 )0.20 0.52 10
Gly-1 2.16 2.60 2.87 3.42 1.26 1.26 2 0.82 0.82 2 0.54 0.54 1
Gly-2 4.41 4.48 5.25 4.86 0.45 0.76 8 0.38 0.53 5 )0.38 0.64 6
Hid-1 4.95 5.16 5.60 5.65 0.70 0.76 3 0.48 0.52 2 0.05 0.58 6
Hid-2 8.77 9.09 10.03 9.55 0.78 1.07 5 0.46 0.81 4 )0.48 0.75 3
Ile-1 1.92 2.31 2.45 2.99 1.08 1.10 5 0.69 0.72 4 0.54 0.55 3
Ile-2 5.14 5.23 5.92 5.34 0.20 0.64 7 0.11 0.41 4 )0.58 0.73 4
Leu-1 1.50 1.90 2.11 2.74 1.24 1.25 4 0.84 0.86 5 0.62 0.63 3
Leu-2 5.34 5.42 6.18 5.53 0.19 0.73 7 0.12 0.47 5 )0.65 0.81 5
Met-1b 3.06 3.62 3.59 4.01 0.95 1.05 7 0.39 0.51 5 0.42 0.50 4
Met-2b 3.73 3.64 4.62 3.82 0.10 0.58 9 0.19 0.35 5 )0.80 0.94 7
Phe1b 1.96 2.33 2.46 2.88 0.92 0.93 2 0.56 0.58 4 0.42 0.43 1
Phe-2b 5.33 5.42 6.28 5.40 0.06 0.52 5 )0.02 0.32 3 )0.88 0.98 4
Prob 2.99 2.86 3.34 2.60 )0.39 0.40 2 )0.26 0.34 5 )0.74 0.76 4
Ser-1 2.11 2.55 2.73 3.05 0.94 1.04 10 0.50 0.50 1 0.33 0.57 9
Ser-2 6.76 6.74 8.05 7.32 0.57 0.86 5 0.58 0.67 3 )0.73 0.84 3
Thr-1 2.46 2.88 3.27 3.56 1.10 1.18 9 0.67 0.69 3 0.28 0.48 7
Thr-2 3.70 3.86 4.46 3.95 0.25 0.79 11 0.09 0.47 7 )0.50 0.67 6
Trpa 4.90 5.07 5.92 5.54 0.64 0.77 5 0.47 0.55 3 )0.38 0.64 5
Tyr-1b 2.55 2.95 3.25 3.67 1.12 1.21 9 0.71 0.74 3 0.42 0.53 5
Tyr-2b 5.56 5.57 6.53 5.64 0.08 0.74 7 0.08 0.49 5 )0.89 1.04 5
Val-1 1.91 2.29 2.40 2.92 1.01 1.03 5 0.63 0.66 4 0.52 0.54 3
Val-2 5.21 5.30 6.07 5.51 0.31 0.65 6 0.21 0.41 4 )0.56 0.70 4

Partial rms error 0.75 0.91 7 0.49 0.59 5 0.57 0.71 6

Ionized amino acids
Asp-1 10.03 9.99 9.80 9.39 )0.64 1.14 6 )0.60 0.96 4 )0.41 0.81 4
Asp-2 9.48 9.29 8.96 8.53 )0.95 1.03 3 )0.76 0.91 3 )0.43 0.74 4
Glu-1c 15.15 15.58 14.80 14.58 )0.57 1.19 4 )1.00 1.24 3 )0.22 0.57 2
Glu-2c 17.10 17.45 16.98 16.64 )0.46 0.91 3 )0.81 1.08 2 )0.33 0.67 2
Arg-1b 18.04 18.39 17.56 17.05 )0.99 1.37 3 )1.34 1.50 2 )0.51 0.73 2
Arg-2b 16.17 16.25 14.94 14.79 )1.38 1.54 3 )1.46 1.55 2 )0.15 0.55 2
His-1 12.29 12.50 11.83 10.96 )1.33 1.64 5 )1.54 1.71 4 )0.87 1.06 3
His-2 10.85 10.82 10.24 9.82 )1.03 1.06 1 )1.00 1.09 2 )0.43 0.51 2
Lysb 19.62 19.71 18.11 18.08 )1.53 1.67 2 )1.63 1.70 2 )0.02 0.52 2

Partial rms error 1.05 1.31 4 1.18 1.34 3 0.44 0.70 3
Total rms error 0.83 1.02 7 0.71 0.83 4 0.54 0.71 5

aB3LYP/6-31Gx method was used as a reference
bMP2/6-31Gx method was employed as a reference
cMP2/6-31Gx method with diffuse orbitals placed on oxygen atoms was employed as a reference
dThe error in the total dipole moment, an old standard for assessment of the quality of the dipole moment prediction
eThe error in the components (orientation) of the dipole moment. Calculated as the square root of (xr ) x)

2+(yr ) y)
2+(zr ) z)

2, where
xr,yr,zr are components of the dipole from the reference method (MP2) and x,y,z are components of the dipole from the semiempirical or
ab initio Hartree–Fock calculation
f The angle in degrees between the test and the reference dipole moment vectors
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phenylalanine and tyrosine, are shown in Tables 4 and 5,
respectively.

As can be seen from Tables 4 and 5 the total dipole
errors are very small. This kind of result was tradition-
ally considered as a good achievement; however, such
analysis based on the comparison of the total dipole only
is incomplete, because the dipole is a vector value and
hence has orientation, which is ignored here.

The errors in the dipole moment components are
substantially larger than the errors in the total dipole.
This indicates problems in the prediction of the dipole
orientation of the Phe-2 and Tyr-2 samples, while the
test and reference vectors have fortuitously the same
length. And the error is quite significant, almost 1
order of magnitude difference between the total dipole
error and the error in the dipole moment components.
In other words, the semiempirical and the reference
dipole vectors do not have coinciding orientations.
Other examples where AM1 and PM3 show consider-
able errors in the components of the dipole moment
are the Asn-2, Gln-2, Ile-2, Leu-2, Met-2, Thr-2, and
Val-2 molecules.

This observation seems to have its natural expla-
nation in the traditional technique of the semiem-
pirical parameter optimization. Normally the dipole
moment value for parameterization is taken from ex-
periment, which understandably does not provide
vector orientation. Therefore, the error not visible for
small molecules included into the training set becomes
a cause of errors for larger molecules. The bigger the
protein, the bigger the error in the dipole moment to
be expected.

A better criterion of the assessment of the error in the
dipole moment is the length of the error vector between
the reference and the semiempirical dipole vectors. These
error values are given in Table 3 as real errors along
with traditionally evaluated errors in the total dipole
moment. The computational data obtained demon-
strate that real errors are systematically larger than the
traditionally expected errors. The column in Table 3

after the real error is the angle in degrees between the
semiempirical and the reference dipole vectors. As the
calculations demonstrate, both AM1 and PM3 show
nonsystematic deviations from the accurate dipole
vector orientation, although PM3 performs better on
average. However, there are examples where AM1
dipole moments are more accurate.

Surprisingly big errors are observed in the dipole
moment orientation for the HF/6-31G* level of theory.
Here the total rms error in the angle is 5�. The maxi-
mum error of 13� is observed for the cysteine dimer.
Augmentation of the 6-31G* basis set with additional
diffuse and polarization functions did not improve the
situation; therefore, we connect the accuracy problem
with the lack of effects of electron correlation. This
finding may have some impact on the development of
Coulomb interaction parameters for molecular me-
chanics methods where HF/6-31G* predicted electro-
static properties are employed as the ab initio standard
[14,15].

Conclusions

The results obtained in this work lead to the following
conclusions:

1. AM1 and PM3 semiempirical Hamiltonians were
tested to evaluate their applicability to describe
quantitatively electronic properties of protein sys-
tems. The PM3 method was found to provide better
quality electrostatic maps and dipole moments than
AM1 for neutral amino acids, although the PM3
parameterization shows larger dipole moment errors
for ionized molecules. The latter observation still
leaves open a question about the relative accuracy of
AM1 and PM3 for real complex proteins containing
both neutral and ionized amino acids.

2. While reproducing the total dipole length quite well,
both AM1 and PM3 have certain problems in the
prediction of the dipole orientation of amino acids.
Similar errors are observed for the HF/6-31G* level
of theory. In order to avoid common mistakes in the
assessment of the quality of the dipole moment, the
analysis of errors should be based on the comparison
of the dipole as a vector value rather than a scalar
one.

3. The large errors of the HF/6-31G* level of theory in
the prediction of molecular electrostatic potential and
the dipole moment of amino acids justify that the
accurate prediction of the electrostatic properties of
proteins requires effects of electron correlation to be
taken into account.
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